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Abstract. Exception analyses so far cannot provide information on the propagation of thrown
exceptions, which is necessary to construct interprocedural control flow graph, visualize ex-
ception propagation, and slice exception-related parts of programs. In this paper, we propose
a set-based analysis, which estimates exception propagation of Java programs. To formalize
exception propagation, we first describes an operational semantics with exception propagation
taken into consideration. We design a set-based analysis to estimates exception propagation
based on this operational semantics, and show its correctness. We also provide some applica-
tions of the analysis.
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1 Introduction

Exception facilities in Java allow the programmer to define, throw and catch exceptional conditions.
Exceptional conditions are brought (by a throw expression) to the attention of another expression
where the thrown exceptions may be handled. Because unhandled exceptions will abort the program’s
execution, it is important to make sure at compile-time that the input program will have no uncaught
exceptions at run-time.

There have been several exception analyses, that estimates uncaught exceptions. Current JDK
Java compiler also provides an exception analysis which relies on programmer’s specification for
checking against uncaught exceptions[9]. An interprocedural exception analysis of Java programs
was presented in [21, 1] that estimates their exception flows independently of the programmer’s
specifications.

However, they estimate uncaught exceptions only by their names, so that they cannot provide
information on the propagation of thrown exceptions, which is necessary to construct interproce-
dural control flow graph [18], visualize exception propagation, and slice exception-related parts of
programs.

In this paper, we propose a static analysis based on set-based framework, which estimates ex-
ception propagation of Java programs. Our analysis needs class (or type) information class(e) for
expression e, which can be obtained by type inference or class analysis as in [5, 6, 13, 7].

To formalize exception propagation, we first describes an operational semantics with exception
propagation taken into consideration. Based on the operational semantics, we design a static anal-
ysis to estimate exception propagation by defining set-constraint construction rules and constraint
solving rules, and then show its correctness. We also show how analysis information can be applied
to constructing interprocedural control flow graph, visualizing exception propagation, and slicing
exception-related parts of programs.

? This work was supported in part by grant No. 2000-1-30300-009-2 from the Basic Research Program of
the Korea Science & Engineering Foundation.



The next section describes the core of Java, on which our presentation is based. Section 3 describes
an operational semantics with exception propagation taken into consideration. Section 4 describes
a static analysis to estimate exception propagation. Section 5 describes constraint solving and its
correctness. Section 6 presents some applications of this analysis. Section 7 discusses related works
and Section 8 concludes this paper.

P ::= C∗ program
C ::= class c ext c′ { var x∗ M∗} class definition
M ::= m(x) = e [throws c∗] method definition
e ::= id variable

| id := e assignment
| new c new object
| this self object
| e ; e sequence
| if e then e else e branch
| throw e exception raise
| try e catch (c x e) exception handle
| e.m(e) method call

id ::= x method parameter
| id.x field variable

c class name
m method name
x variable name

Fig. 1. Abstract Syntax of a Core of Java

2 Source Language

For presentation brevity we consider an imaginary core of Java with its exception constructs [21].
Its abstract syntax is in Figure 1. A program is a sequence of class definitions. Class bodies consist
of field variable declarations and method definitions. A method definition consists of the method
name, its parameter, and its body expression. Every expression’s result is an object. Assignment
expression returns the object of its righthand side expression. Sequence expression returns the object
of the last expression in the sequence. A method call returns the object from the method body. The
try expression

try e0 catch (c x e1)

evaluates e0 first. If the expression returns a normal object then this object is the result of the
try expression. If an exception is thrown from e0 and its class is covered by c then the handler
expression e1 is evaluated with the exception object bound to x. If the thrown exception is not
covered by class c then the thrown exception continues to propagate back along the evaluation chain
until it meets another handler. Note that nested try expression can express multiple handlers for a
single expression e0 :

try (try e0 catch (c1 x1 e1)) catch (c2 x2 e2).

The exception object e0 is thrown by throw e0. The programmers have to declare in a method
definition any exception class whose exceptions may escape from its body.

Note that exceptions are first-class objects in Java. Like normal objects, they can be defined by
classes, instantiated, assigned to variables, passes as parameters, etc. Exception facilities in Java
allow the programmer to define, throw and catch exceptional conditions.



σ ∈ Env = Name → Loc environment
s ∈ Store = Loc → Obj store
o ∈ Obj = Name → Loc object
l ∈ Loc ⊇ {@true, @false, @1, @2, ...} location
n, n̂ ∈ ExnLoc ⊆ Loc exception location
τ ∈ Trace = Label∗ trace

Eval ∈ Expr × Env × Store → Loc× Trace× Store

Eval(λeλσλs) case e of

id.x : letx 〈l, τ, s〉 = Eval(id, σ, s)
in 〈s(l)(x), s〉

this : 〈σ(this), ε, s〉
` : throw e1 : letx 〈n, τ, s′〉 = Eval(e1, σ, s)

in 〈n̂, `, s′〉
` : try e0 catch (c1x1e1) : let 〈l0, τ0, s0〉 = Eval(e0, σ)

in if l0 = n̂ ∈ ExnLoc and s0(n) ∈ c1

then Eval(ei, σ[x 7→ l], s0[
′ 7→ s0(n)]) (new l)

else 〈l0, τ0 · `, s0〉
if e1 then e2 else e3 : letx 〈l1, τ1, s1〉 = Eval(e1, σ, s)

in if l1 = @true
then Eval(e2, σ, s1)
else Eval(e3, σ, s1)

e1; e2 : letx 〈l1, τ1, s1〉 = Eval(e1, σ, s)
in Eval(e2, σ, s1)

id.x = e1 : letx 〈l, τ, s〉 = Eval(id, σ, s)
〈l1, τ1, s1〉 = Eval(e1, σ, s)

in 〈l1, ε, s1[s1(l)(x) 7→ s1(l1)]〉
newc : if c = {varx1, ..., xnM∗}

let o = [x1 7→ null, ..., xn 7→ null] and s′ = s[l 7→ o] (new l)
in 〈l, ε, s′〉

e1.m(e2): letx 〈l1, s1〉 = Eval(e1, σ, s)
〈l2, s2〉 = Eval(e2, σ, s1)

in if ` : m = λx.eb ∈ s0(l0)
let 〈lm, τm, sm〉 = Eval(eb, σ[this 7→ l, x 7→ l′], s[l 7→ s1(l1), l

′ 7→ s2(l2)](new l, l′)
in if l0 = n̂ ∈ ExnLoc then 〈lm, τm, sm〉 else 〈lm, τm · `, sm〉

Fig. 2. Standard operational semantics

3 Operational Semantics

Recently several formal operational semantics for Java have been proposed [6, 13]. However, they do
not consider exception propagation in their semantics. So, we define an operational semantics with
exception propagation taken into consideration.

This semantics does not consider method overloading because it can be resolved using type infor-
mation. Before describing operational semantics and analysis, we assume the following preprocessing
for the input program:

– expand all classes considering method overriding
– every field variable access without qualification, for example x, is translated into this.x for a

consistent treatment.

We define some basic notations for describing the semantics. We denote a method m in a class c
by m ∈ c, formally if class c = {var x1, ..., xk,m1, ...,mn} and m = mi for some i. We also denote



by m ∈ o if m ∈ c and o is an instance of c. We denote an instance(object) o of a class c by o ∈ c,
and also denote o ∈ c if o ∈ c′ and c′ is a subclass of c. Note that a class is a subclass of itself.

The semantics of the language is specified in Figure 2 following the style in [22]. To express the
exception convention, we use the ”letx” notation as in [?]

letx l = []1 in []2

as a shorthand of

let l = []1 in if l = n̂ ∈ ExnLoc then l else []2

That is, the evaluation of the ”letx” bindings terminates with the first if its result is a thrown
exception. This thrown exception becomes the result in the conclusion of the ”letx” expression.
When no exception is thrown, ”letx” is the same as ”let”.

The standard evaluation function Eval returns a location(reference) to an object and an excep-
tion trace for a given environment and store.

Eval ∈ Expr × Env × Store → Loc× Trace× Store

When a new object o need to be bound to a variable x, a new location l is allocated in the store
s

s ∈ Store = Loc → Obj

and the object is written in that location s[l 7→ o].
The environment σ

σ ∈ Env = Name → Loc

then maps the name to the location σ[x 7→ l]. Thus, for example, one argument of a method is
mapped to different locations, one for each invocation of the method. When variable x’s value(a
reference to an object in Java) is needed, we just fetch x’s location σ(x) from the environment σ.
If we need an object itself, for example, when accessing a field of the object, it can be fetched from
the store s by s(σ(x)).

An object o is a mapping from field names to locations(references) to objects:

o ∈ Obj = Name → Loc

We consider primitive values as special objects for a consistent view in the semantics, and for
example, @true means a location to the special object true. In Java, exception objects are first-class
objects, so they can be assigned, passed, and returned as other objects. In this semantics, we denote
n̂ a thrown exception of an exception object(in fact, a location to an exception object) n.

The trace τ
τ ∈ Trace = Label∗

is a trace of exception propagation, which is a sequence of labels in Label. In this paper, we are only
interested in labels of exception related constructs such as throw, try and methods.

4 Set-constraint construction

Our analysis is designed based on the set-constraint framework [11]. We assume class information
class(e) is already available for every expression e in the analysis. There are several choices for class
information. First, we can approximate it using type information, since Java is shown to be type
sound [6, 13, 7]. Second, we can utilize information from class analysis [5, 14], which estimates for
each expression e the classes (including exception classes) that the expression e’s object belongs to.
Note that exception classes are normal classes in Java.

For our analysis, every expression e of the program has a constraint: Xe ⊇ se. The Xe is a set
variable for the traces of thrown exceptions from the expression e. The meaning of a set constraint



X ⊇ se is intuitive: set X contains the set represented by set expression se. Multiple constraints are
conjunctions. We write C for such conjunctive set of constraints.

In case of our analysis, the set expression is of this form

se → 〈c`, `〉 thrown exception from `
| X set varaible
| se ∪ se union
| se− {c1, ..., cn} catching exceptions
| se · ` exception propagation

The thrown exception from a throw expression labelled with ` is represented by c`. Semantics of set
expressions naturally follows from their corresponding language constructs. The formal semantics of
set expressions is defined by an interpretation I that maps from set expressions to sets of values in

V = Exception× Trace

where Exception = ExnName×Label where ExnName is the set of exception names, and Trace =
Label∗. For example, I(se·`′) = I(se)·`′ where I(se)·`′ = {〈c`, `1 · · · `n`′〉|〈c`, `1 · · · `n〉 ∈ I(se)}. We
call an interpretation I a model (a solution) of a conjunction C of constraints if, for each constraint
X ⊇ se in C, I(X ) ⊇ I(se).

Collected constraints for a program guarantee the existence of its least solution (model) because
every operator is monotonic (in terms of set-inclusion) and each constraint’s left-hand-side is a single
variable [11]. We write lm(C) for the least model of a collection C of constraints.

Set-based analysis consists of two phases [11]: collecting set constraints and solving them. The
first phase constructs set-constraints by the construction rules, that describe the data flows between
the expressions of the analyzed program. The second phase finds the sets of values that satisfy
the constraints. A solution is a table or mapping from set variables in the constraints to the finite
descriptions of such sets of values.

We first present a constraint system that estimates traces of thrown exceptions from every ex-
pression of the input program. This analysis traces exception propagation by recording labels of
exception-related constructs such as throw expressions, try-catch expressions, and method decla-
rations, even though it is possible to record every expression. We assume this kind of expressions e
has a label `, which is denoted by ` : e.

Figure 3 has the rules to generate set-constraints for every expression. For our analysis, every
expression e of the program has a constraint: Xe ⊇ se. The Xe is a set-variable for tracing the
propagation of the expression e’s thrown exceptions. The subscript e of set variables Xe denotes
the current expression to which the rule applies. The relation “e ¤ C” is read “constraints C are
generated from expression e.”

Consider the rule for throw expression with a label `:

[Throw]
e1 ¤ C1

` : throw e1 ¤ {Xe ⊇ 〈c`, `〉 ∪ Xe1} ∪ C1
c = class(e1)

It throws exceptions e1 or, prior to throwing, it can have uncaught exceptions from inside e1 too.
The thrown exception from this expression are followed by the label ` for recording exception trace.

Consider the rule for try expression with a label `′ :

[Try]
e0 ¤ C0 e1 ¤ C1

`′ : try e0 catch(c1 x1 e1) ¤ {Xe ⊇ ((Xe0 − {c1}∗) ∪ Xe1) · `′} ∪ C0 ∪ C1

Thrown exceptions from e0 can be caught by x1 only when their classes are covered by c1. After this
catching, exceptions can also be thrown during the handling inside e1. Hence, Xe ⊇ ((Xe0 − {c1}∗) ∪ Xe1) · `′,
where {c}∗ represents all the subclasses of a class c and uncaught exceptions from this expression
are followed by the label `′ for recording the exception propagation.



[New] new c ¤ ∅

[FieldAss]
e1 ¤ C1

id.x := e1 ¤ {Xe ⊇ Xe1} ∪ C1

[ParamAss]
e1 ¤ C1

x := e1 ¤ {Xe ⊇ Xe1} ∪ C1

[Seq]
e1 ¤ C1 e2 ¤ C2

e1;e2 ¤ {Xe ⊇ Xe1 ∪ Xe2} ∪ C1 ∪ C2

[Cond]
e0 ¤ C0 e1 ¤ C1 e2 ¤ C2

if e0 then e1 else e2 ¤ {Xe ⊇ Xe0 ∪ Xe1 ∪ Xe2} ∪ C0 ∪ C1 ∪ C2

[FieldVar]
id ¤ Cid

id.x ¤ Cid

[Throw]
e1 ¤ C1

` : throw e1 ¤ {Xe ⊇ 〈c`, `〉 ∪ Xe1} ∪ C1
c = class(e1)

[Try]
e0 ¤ C0 e1 ¤ C1

`′ : try e0 catch(c1 x1 e1) ¤ {Xe ⊇ ((Xe0 − {c1}∗) ∪ Xe1) · `′} ∪ C0 ∪ C1

[MethCall]
e1 ¤ C1 e2 ¤ C2

e1.m(e2) ¤ {Xe ⊇ Xc.m|c ∈ Class(e1), m(x) = em ∈ c} ∪ {Xe ⊇ Xe1 ∪ Xe2} ∪ C1 ∪ C2

[MethDef]
em ¤ C

`′ : m(x) = em ¤ {Xc.m ⊇ Xem · `′} ∪ C m ∈ c

[ClassDef]
mi ¤ Ci, i = 1, · · · , n

class c = {var x1, · · · , xk, m1, · · · , mn}¤ C1 ∪ · · · ∪ Cn

[Program]
Ci ¤ Ci, i = 1, · · · , n

C1, · · · , Cn ¤ C1 ∪ · · · ∪ Cn

Fig. 3. Set-constraint construction rules

Consider the rule for method call:

[MethCall]
e1 ¤ C1 e2 ¤ C2

e1.m(e2) ¤ {Xe ⊇ Xc.m|c ∈ class(e1),m(x) = em ∈ c} ∪ {Xe ⊇ Xe1 ∪ Xe2} ∪ C1 ∪ C2

Uncaught exceptions from the call expression first include those from the subexpressions e1 and e2

: Xe ⊇ Xe1 ∪Xe2 . The method m(x) = em is the one defined inside the classes c ∈ class(e1) of e1’s
objects. Hence, Xe ⊇ Xc.m for uncaught exceptions. (The subscript c.m indicates the index for the
body expression of class c’s method m.)

Consider the rule for method definition with a label `:

[MethDef]
em ¤ C

`′ : m(x) = em ¤ {Xc.m ⊇ Xem · `′} ∪ C m ∈ c

Uncaught exceptions from the this method include those from the method body em, which are
followed by the label `′ for recording exception propagation.

5 Solving the set-constraints

The solving phase closes the initial constraint set C under the rules S in Figure 4. Intuitively, the
rules propagate values along all the possible data flow paths in the program. Each propagation rule



X ⊇ X1 ∪ X2

X ⊇ X1

X ⊇ X1 ∪ X2

X ⊇ X2

X ⊇ Y Y ⊇ 〈c`, τ〉
X ⊇ 〈c`, τ〉

X ⊇ X1 · `′ X1 ⊇ 〈c, τ〉
X ⊇ 〈c`, τ · `′〉

X ⊇ X1 − {c1, · · · , ck} X1 ⊇ 〈c`, τ〉 c /∈ {c1, · · · , ck}
X ⊇ 〈c`, τ〉

Fig. 4. Rules S for solving set constraints

decomposes compound set constraints into smaller ones, which approximates the steps of the value
flows between expressions.

Consider the rule for tracing exception propagation :

X ⊇ X1 · `′ X1 ⊇ 〈c`, τ〉
X ⊇ 〈c, τ · `′〉

This rule simulates the propagation of thrown exceptions by appending a label `′ to the exception
trace τ in X1. Other rules are similarly straightforward from the semantics of corresponding set
expressions.

Our analysis computes the solution lmS(C) of set-constraints C by applying the rules S in Figure
3. We can show the correctness of the solution as follows:

Theorem 1. Let P be a program and C be the set-constraints constructed by the rules in Figure 3.
Every exception trace of P is included in the solution lmS(C).
Proof. Correctness proofs can be done by the fixpoint induction over the continuous functions that
are derived [4] from our constraint system. 2

However, the solution may be infinite in case there are recursive methods, which contain uncaught
exception(s). So, we need to find a finite representation for the possibly infinite solution.

To represent traces finitely, we record just the last two labels of traces instead of collecting entire
traces. They are finite because the number of exception names and labels is finite. To do this, we
modify the rule for tracing exception propagation as follows :

X ⊇ X1 · `′ X1 ⊇ 〈c`, τ〉
X ⊇ 〈c, |τ · `′|2〉

where
|`1 · · · `n|2 = `n−1`n when n > 2

This rule simulates the propagation of thrown exceptions, by recording the last two labels of traces.
Even though we throw away traces except the last two labels, we do not lose the information because
they have already been included into the solution.

In the following, S′ denotes the solving rules S with the propagation rule being replaced by the
new rule. Our analysis computes the least model lmS′(C) of set-constraints C by applying the new
solving rules S′

We will show the safety of this analysis by defining exception propagation graph of the solution
lmS′(C).
Definition 1. Let C be the set-constraints constructed for a program P . Exception propagation
graph of the solution lmS′(C) is defined to be a graph 〈V, E〉 where V is the set of labels in P and
E = {`1 →c`

`2|〈c`, `1`2〉 ∈ lmS′(C)(X ), X is a set variable in C} where `1 →c`

`2 denotes an edge
from `1 to `2 labelled with c`.

The safety of the analysis using the new rules S′ can be stated as follows.



Theorem 2. Let lmS(C) and lmS′(C) be the solutions of set-constraints C by applying the solving
rules S and S′ respectively. For every exception trace 〈c`, τ〉 in lmS(C), there is a path for τ with
every edge labelled c` in the exception propagation graph of lmS′(C).
Proof. We will prove this theorem by tracing the computation process for the solution lmS′(C). Let
τ = `1 · · · `i · · · `n. The proof is by induction on i.
Base: When i = 2, 〈c`, `1`2〉 is trivially included in the solution, so there is a path for `1`2 labelled
with c` in the graph.
Hypothesis: Assume that there is a path for `1 · · · `i labelled with c`, which means that the solution
by applying the new rules S′ has already collected 〈c`, `1`2〉 · · · 〈c`, `i−1`i〉.
Step: We consider `i`i+1. There are two cases for this. If 〈c`, `i`i+1〉 has not included in the solution
yet, then it will be included into the solution in the following reasons:
(1) the solution lmS(C) includes 〈c`, `1 · · · `i · · · `n〉 where `i is appended to `1 · · · `i−1 by the propa-
gation rule in S
(2) there is a corresponding propagation rule in S′ and
(3) by induction hypothesis, 〈c`, `i−1`i〉 is already included in the solution by applying S′ .
We can now find a path for `1 · · · `i`i+1 by traversing the existing path and the new edge `i`i+1. If
〈c`, `i`i+1〉 has already been included in the solution by applying the new rules S′, then it is not
added into the solution. In this case, we can find a path for `1 · · · `i`i+1 by traversing the existing
path for `1 · · · `i and the existing edge `i`i+1. 2

Implementation can compute the solution by the conventional iterative fixpoint method because
the solution space is finite: exception classes, pairs of labels in the program.

6 Applications

To show the usefulness of the exception trace, we provide three applications of our analysis. The first
one is to construct interprocedural control-flow graph(ICFG) which incorporates exception-induced
control flow, and the second one is program slicing that accounts for exceptions constructs, and the
third one is to visualize exception control flows.

6.1 ICFG

The control-flow graph(CFG) is a representation of control flow relation that exists in a program,
in which nodes represent statements and edges represent the flow of control between statements[?].
Many program-analysis techniques, such as data-flow and control-dependence analysis, and software-
engineering techniques, such as program slicing and testings, use control-flow information. For these
analyses to be safe and useful, the control-flow representation should incorporate the exception-
induced control flow.

Recently, several researchers have considered the effects of exception-induced control flow on
various types of analyses. Failure to account for the effects of exception in performing analyses can
result in incorrect analysis information. They construct control-flow representation for exception-
related constructs[3, 18].

Given an interprocedural control-flow graph with normal control flow, we can easily merge ex-
ception propagation graph (our analysis result) onto it so as to construct interprocedural control-flow
graph with exceptional control flow As proposed in [18], this ICFG can consist of CFGs for each pro-
cedure; at each call site, normal control flow is represented by call edge and return edge. Exceptional
control flow are represented by nodes for exception handling constructs, edges for intraprocedural
exceptional control flow, exceptional exit node and exceptional return edge, whereexceptional exit
node models the propagation of exceptions by a procedure, and exceptional return edge represents
interprocedural exceptional control flow.

6.2 Program Slicing

A program slice of a program P, with respect to a slicing criterion < s, V >, where s is a program
point and V is a set of program variables, includes statements in P that may influence, or to be
influenced by, the values of the variables in V at s [12].



There are two alternative approaches to computing slices, that either propagate solutions of data-
flow equations using a control-flow representation [20, 10], or perform graph reachability on system
dependence graphs[12, 19].

Using our interprocedural control-flow representation in Figure ??, the slicing technique in [10]
can be extended to take into consideration the effects of exception-handling constructs.

Our trace information can also be used to create system dependence graph that incorporates
control and data dependence induced by exception constructs.

6.3 Visualizing Exception Flows

The exception trace information can be used to visualize exception propagation. This can include the
origin of exceptions, handler of exceptions, and propagation path of exceptions. This information
can guide programmers to detect uncaught exceptions, handle exceptions more specifically and
declare more exactly. Moreover, this information can guide programmers to put exception handlers
at appropriate places by tracing exception propagation.

We are planning to develop a visualization system which highlights or slices only the source codes
in the propagation trace of a thrown exception, if programmers select a throw statement.

7 Related works

Ryder and colleagues [17] and Sinha and Harrold [18] conducted a study of the usage patterns
of exception-handling constructs in Java programs. Their study offers an evidence to support our
belief that exception-handling constructs are used frequently in Java programs and more accurate
exception flow information is necessary.

There are several research directions for exception constructs. The first one is modeling program
execution, which includes constructing CFG with normal and exceptional control flows, and using
the representation to perform various types of analysis. The second one is enabling a developer to
make better use of exception mechanism, which includes analysis of uncaught exceptions, analysis
of exception flow to facilitate understanding of the exception behavior.

Choi and colleagues [3] construct intraprocedural control-flow representation called the factored
control-flow graph (FCFG) for exception-handling constructs, and use the representation to perform
data-flow analyses. Sinha and Harold [18] discusses the effects of excpetion-handling constructs
on several analyses such as control-flow, data-flow, and control dependence analysis. They presents
techniques to construct representations for programs with checked exception and exception-handling
constructs. Chatterjee and Ryder [2] describe an approach to performing points-to analysis that
incorporates exceptional control flow. They also provide an algorithm for computing definition-use
pairs that arise because of exception variables, and along exceptional control-flow paths.

In Java[9], the JDK compiler ensures, by an intraprocedural analysis, that clients of a method
either handle the exceptions declared by that method, or explicitly redeclare them.

Robillard and Murphy [16] have developed Jex: a tool for analyzing exception flows in Java. They
describe a tool that extracts the flow of exceptions in a Java program, and generates views of the
exception structure.

In our previous work[21, 1], we proposed interprocedural exception analysis that estimates un-
caught exceptions independently of programmers’s declared exceptions. We compared our analysis
with JDK-style analysis by experiments on large realistic Java programs, and have shown that our
analysis is able to detect uncaught exceptions, unnecessary catch and throws clauses effectively.

Several exception analyses have been introduced by Yi for ML based on abstract interpretation
and set-constraint framework [22]. Fähndrich and Aiken [8] have applied their BANE toolkit to the
analysis of uncaught exceptions in SML. Their system is based on equality constraints to keep track
of exception values. Fessaux and Leroy desiged an exception analysis for OCaml based on type and
effect systems, and provides good performance for real OCaml programs [15].



8 Conclusions

In this paper, we have proposed a set-based analysis, which estimates exception propagation of
Java programs. To formalize exception propagation, we first describe an operational semantics with
exception propagation taken into consideration. We design set-based analysis to estimates exception
propagation based on this operational semantics, and show its correctness.

Our analysis provides information on the propagation of thrown exceptions, which can guide
programmers to detect uncaught exceptions, handle exceptions more specifically and declare more
exactly. Moreover, this information can guide programmers to put exception handlers at appropriate
places by tracing exception propagation.

The analysis information can also be applied to construct interprocedural control flow graph [18],
visualize exception propagation, and slice exception-related parts of programs. In particular, we are
planning to develop a visualization system which highlights or slices only the source codes in the
propagation trace of a thrown exception, if programmers select a throw statement.
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